
Remote Rendering for Ultrascale Data
Kenneth Moreland Daniel Lepage David Koller Greg Humphreys

Sandia National Laboratories University of Virginia

Abstract

The mission of the SciDAC Institute for Ultrascale Visualization is to 
address the upcoming petascale visualization challenges.  As we 
move to petascale computation, we are seeing a trend not only in 
the growth but also in the consolidation of computing resources.  As 
the distances between user and petascale visualization resources 
grow, the expected performance of the network degrades, espe-
cially with respect to latency.  In this paper we will explore a tech-
nique for remote visualization that leverages unstructured lumi-
graph rendering.  This technique will provide an interactive render-
ing experience regardless of the network performance to the 
remote visualization resource.  The unstructured lumigraph render-
ing can also replace many of the other level-of-detail techniques 
currently used that have problems that are exasperated by petas-
cale data.

Remote Rendering

Current parallel rendering techniques and many other parallel visu-
alization techniques scale well enough to handle petascale data 
[Ma, Wylie].  The new focus on visualization is in loading, managing, 
and processing data.  One consequence of this is the practice of co-
locating a visualization resource with the supercomputer for faster 
access to the simulation output [Ahern, Cedilnik].  Co-locating the 
visualization resource with the supercomputer necessitates the abil-
ity to perform remote visualization, which in turn necessitates in an 
interactive loop for rendering.

Client Server

Parallel
Render

Camera Coordinates

Image

Interaction

Updated GUI
User

Client Server

Image-Based
Render

Image
Cache

Parallel
Render

Camera Coordinates

Image

Interaction

Updated GUI
User

Approximate Interactive Render Full Quality Still Render

When the client and server are connected over a wide area network, 
the latency of the network may make interactive rendering from the 
server impossible.  We are investigating a new technique for ap-
proximate interactive rendering in remote visualization using image 
based techniques.  High-quality still images generated by the server 
are cached on the client.  This cache of images is used to synthesize 
images from new viewpoints during interactive rendering.

Using images rendered from the server to synthesize other approxi-
mate images has two distinct advantages.  First, it is scalable with re-
spect to the size of the geometry being represented.  Like the sort-
last parallel rendering employed on the server, the overhead of the 
technique is independent of geometry size.  Second, the image base 
rendering can leverage the rendering already being done on the 
server.  Lengthy preprocessing of the data is not necessary, as is the 
case with geometric decimation.
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Unstructured Lumigraph Rendering

We perform the client-side image-based rendering by extending 
the Unstructured Lumigraph Rendering technique [Buehler].  
Images are generated by projecting the input images onto a geo-
metric proxy and merging the resulting images according to the 
blending weights.

We use a 3D triangle mesh proxy (for 
example at left) to map pixels from 
prior rendered images to pixels in the 
image plane.  The quality of the syn-
thesized image increases when the 
proxy closely approximates the shape 
of the actual dataset; however, the 
overhead increases as well.

Rather than recomputing the blending 
field at every point in the image plane, 
we sample at every vertex of the vis-
ible proxy faces, at the center of pro-
jection for every known view, and in a 
regular grid across the image plane 
(shown at right, top).  We then perform 
a Delaunay triangulation in the plane 
constrained to edges of the proxy and 
regular grid.

To project the samples back to the 
proxy, we trace viewing rays through 
the samples to the face of the contain-
ing proxy.  From there we can interpo-
late the blending field on the proxy 
(shown at right, bottom).

We assign each input image a weight 
at each sample point based on the 
similarity between the current view 
and the view used to generate the 
image.  Each sample is rendered once 
for each image with a non-zero weight 
using texture mapping and the ren-
derings are blended together (as 
shown at left).

Lumigraph techniques improve when input images near the desired 
view are available.  We are developing “prefetching” techniques to 
predict the user’s navigation path through the 3D environment and 
during breaks in the navigation render images from viewpoints 
most likely to be visited in the near future.

Application to SciDAC Projects

Our current work involves applying the image based rendering 
techniques to large scale scientific data, which is frequently encoun-
tered within the SciDAC projects.  Much of this work involves inte-
grating lumigraph rendering into the ParaView application, which is 
already capable of the remote visualization of large data sets.  Below 
is an example of using ParaView for viewing a 41 million cell time-
dependent simulation of combustion turbulence (data courtesy of 
Jacqueline Chen, Sandia National Laboratories).  The left image 
shows the full resolution rendering; the right image shows a lumi-
graph approximation that is rendered locally.

As another example, consider how well the lumigraph approximates 
this complicated surface of material fragmentation with no knowl-
edge of the underlying geometry.

Our current challenges include adding multithreading to the ren-
dering routines to allow us to “prefetch” images while ParaView sits 
idle waiting for user.  We also need robust and accurate ways to gen-
erate proxy geometries of general data sets.
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