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In situ visualization is the coupling of visualiza-
tion software with a simulation or other data 
producer to process the data “in memory” be-

fore they are of� oaded to a storage system. This is 
in contrast to the more traditional work� ow where 
the writing of simulation data from memory to 
disk completes before the visualization starts and 
reads the data from disk back into memory.

In situ visualization is a critical technology for 
scienti� c discovery with exascale computing.1,2

There are numerous advantages to in situ visual-
ization, but the most pressing feature is the abil-
ity to remove the bottleneck of disk-based I/O. As 
Figure 1 illustrates, the bandwidth of a modern 
supercomputer’s storage system is a tiny fraction 
of the compute bandwidth, and this discrepancy 
is expected to grow. Although the amount of data 
that can be stored is limited by the storage system 
capacity, its bandwidth also limits how much data 
can feasibly be written (and read later during in-
teractive visualization).

Consequently, in situ visualization is an active 
R&D topic for high-performance visualization, as 
the images in Figure 2 show. Although in situ vi-
sualization provides superior analysis, it has imple-
mentation tradeoffs resulting from con� icts with 
some traditional expected requirements. Numerous 
con� icting requirements create tensions that lead 
to dif� cult implementation tradeoffs. This article 
takes a look at the most prevailing tensions of in 
situ visualization.

Batch Versus Interactive
One of the biggest limitations of in situ visualiza-
tion is that the data are transient. Data are avail-
able during a limited window in time, and after 
that, the data are lost. This is in contrast to tra-
ditional visualization where all the available data 
can be loaded from disk storage at will.

This makes interaction and exploratory visu-
alization challenging in an in situ environment. 

Large-scale simulations can run for days, and it is 
likely not feasible for someone to be interactively 
visualizing that entire time. Furthermore, even if 
someone is actively analyzing the data, there is no 
assurance that that person will � nd all salient in-
formation during the time the data are available.

Consequently, much in situ visualization fo-
cuses on automated batch processing. In this case, 
the visualization is predetermined; it is automati-
cally executed whenever appropriate, and the re-
sults are stored for later analysis. Although batch 
processing allows visualization to occur at a � ne 
temporal � delity, it is restricted to analysis speci-
� ed a priori. Because neither batch nor interactive 
modes satisfy all use cases, both are commonly 
used with in situ visualization, and production 
packages like ParaView Catalyst and VisIt libsim 
support using both simultaneously.

Because neither batch nor interactive in situ vi-
sualization is fully satisfactory, a fruitful area of 
research is using in situ processing to make the 
most of the data that are stored on the � le system 
for post hoc analysis. One approach is to � nd a 
more compact representation of the data. Extract-
ing regions of interest, subsetting, contouring, and 
compressing are all straightforward examples of 
compacting the representation. Feature extraction 
techniques, which � nd abstract representations of 
data that require less memory to characterize, are 
also effective.3 An alternate (and perhaps comple-
mentary) technique to transforming the data is to 
� nd important or representative samples in space 
and time to maximize the uniqueness of the data 
that does get stored.4

Another approach to bridging the gap between 
batch in situ processing and interactive post hoc 
analysis is the generation of visualization artifacts 
that are interactive content rather than static im-
agery. For example, explorable images5,6 use special 
rendering techniques that allow the images to be 
later manipulated as if the original data were still 
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available, as Figure 3 shows. Another project, titled 
Cinema, collects visualization results with varying 
parameters and places them in a database that can 
be interactively explored like that shown in Figure 
4.7 The approach recognizes that it is not always 
possible to specify a priori what may be of inter-
est in a visualization so the possible visualization 
parameters space is sampled to capture unforeseen 
areas of interest and insight. 

Tight Coupling Versus Loose Coupling
With the exception of small, custom visualization 
systems, different software teams develop the sim-
ulation code and the visualization code. As such 

the coupling of these two software systems can lead 
to cultural clashes as well as technical challenges. 
This leads to tension in how tightly simulation and 
visualization should be integrated. A tightly coupled 
visualization will be embedded in the simulation 
process sharing all the same resources. A looser 
coupling will have the simulation and visualization 
as two separate communicating processes. The sim-
ulation and visualization may share the same cores, 
use separate cores on the same computer nodes, 
or communicate across separate nodes. Loosely 
coupled in situ visualization often has middleware 
managing the connection.8 (A purist might argue 
that only a tight coupling meets the “in place data” 
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Figure 1. The relative theoretical aggregate bandwidth of different system components on the Titan 
supercomputer at the Oak Ridge Leadership Computing Facility. The widths of the blue boxes are proportional 
to the bandwidth of the identified components. The bandwidth of the storage system is dramatically slower 
than the interconnect, which is dramatically slower than the bandwidth of the on-board memory, which is 
dramatically slower than the cache and registers.
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Figure 2. Examples of in situ visualization. (a) A CTH shock physics simulation (courtesy of Nathan Fabian, 
Sandia National Laboratories), (b) a Hydra-TH thermal hydraulics simulation (courtesy of Mark A. Christon, Los 
Alamos National Laboratory), and (c) a PHASTA CFD simulation run and visualized on 256,000 MPI processes 
(courtesy of Michel Rasquin and Kenneth Jansen, University of Colorado Boulder).
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meaning of in situ, but for the purposes of this ar-
ticle, we consider any visualization before the data 
are written to disk storage as in situ.)

Tightly coupled in situ visualization is generally 
the most efficient. Shared resources give the fast-
est access to data (as Figure 1 demonstrates) with 
the minimum amount of replication, and reduced 
communication can even lead to power savings.9 
Also, tightly coupled visualization has the poten-
tial to access simulation metadata that is difficult 
to share in loose coupling but can greatly improve 
performance.10

However, tight coupling has its costs. A fail-
ure in one component is almost certain to bring 
down other tightly coupled components, so tight 
coupling can make development teams more wary. 
The visualization’s use of memory and the network 
can potentially negatively affect the simulation’s 
performance. Also, the visualization algorithm 
may perform better at a smaller scale than the 
simulation, and separating the two can sometimes 
lead to better overall performance.10,11

The upshot is that although visualization tools 
like Catalyst and libsim are designed for tight in-
tegration, they also can be used in more loosely 
coupled ways that should also be considered. It is 
also a good practice to leverage an I/O middleware 
library such as ADIOS, GLEAN, or HDF5 to facili-
tate the loose coupling.8,11

Simple Versus Expressive
Mature visualization packages like VTK, ParaView, 
and VisIt contain hundreds of visualization op-
erations that can be combined in numerous ways. 
ParaView Catalyst and VisIt libsim both provide 
extensive scripting capabilities to establish and 
manage the visualization. Although a powerful 
and expressive way to specify a visualization pro-
cess, writing scripts can be challenging for users. 
Also, because the underlying visualization system 
does not know what components are needed until 
the script is parsed at runtime, the visualization 
system tends to load unnecessary components.

In contrast, if the simulation results can be 
communicated through a small set of “precanned” 
visualizations or through a limited number of pa-
rameters, then the visualization can be specified 
in a much more user-friendly way, usually as a 
short specification in the simulation’s input deck. 
Of course, a simplified interface limits the visu-
alization system’s abilities, and feature creep will 
eventually lead to a more complicated interface.

As with all of these tensions, there is no per-
fect answer. ParaView Catalyst tries to be flexible 
enough to support whatever level of complexity 

and expressiveness is appropriate for a given sim-
ulation. In addition to the fully expressive script-
ing that allows any configuration to be specified 
at runtime, the Catalyst library also features a 
C++ interface on which a simulation can build a 
much simpler interface. Catalyst Editions allow 
developers to subselect features appropriate for a 
particular simulation, and the ParaView GUI has 
a tracing capability that can automatically build 
scripts based on the simpler GUI interaction. 

Small, Custom Versus Large, Feature-Rich
Over the past two decades there has been a large 
investment in scientific visualization for high-
performance computing. This R&D has led to fea-
ture-rich visualization systems such as ParaView 
and VisIt that contain hundreds of visualization 
operations. As such, there is a strong motivation 
to leverage this software development for in situ 
usage, and libraries such as Catalyst for ParaView 
and libsim for VisIt do just that.

The trouble is that these large visualization li-
braries come with a lot of baggage. Because they 
are so feature rich, the libraries can add hundreds 
of megabytes to a simulation’s executable alone. 
Because the instructions in the executable must 
be replicated for each process in a message pass-
ing interface (MPI) job (hundreds of thousands 
or more for large jobs), this adds to a substantial 

Figure 3. Example use of an explorable image of path tracing. This 
specially rendered image can later be manipulated to change material 
properties like color, remove some features, and make limited camera 
movements.
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amount of memory usage. Also, both Catalyst and 
libsim have complicated build systems that can be 
challenging for simulation developers, particularly 
when compiling for bleeding-edge computers. The 
complexity of these large software packages is also 
intimidating to software teams intent on robust-
ness. Therefore, simulation groups may be hesitant 
to adopt these existing feature-rich libraries. 

On the opposite end of the spectrum is a small, 
custom, single-purpose routine embedded in sim-
ulation code. This simple code has a low overhead 
and is easy to maintain. However, in addition to 
the obvious problem of code duplication, this sim-
ple visualization function can suffer from feature 
creep as users continually demand more from the 
visualization.

Our team for the Catalyst library helps alleviate 
this tension with what we call Catalyst Editions. 
An Edition consists of a subset of the overall Cata-
lyst software, which can be customized to contain 
only the features needed by the simulation. Using 
a smaller Edition reduces the amount of memory 
needed for the program instructions and can greatly 
simplify the build process. Of course, the abilities 
of the in situ visualization are limited to what is 
included in the Edition, but new features can be 
added without duplicating the implementation. Al-

though an Edition will not be as small and simple 
as a custom-built routine can be, it provides a good 
compromise to alleviate some of this tension.

Effective in situ visualization is not achieved 
by simply mashing together simulation and 

visualization software. Rather, there is a delicate 
balance of tradeoffs between mutually exclusive 
design goals and constraints, which creates ten-
sions in the design and execution of in situ visu-
alization systems.

It is often easy to see only one side or the other 
of these opposing requirements, but to design a 
successful in situ visualization system, it is impor-
tant to understand all the concerns and be flex-
ible. Rarely does one size fit all, so when providing 
a general-purpose utility, it is necessary to account 
for different use cases and operating modes. 
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